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Abstract. The kinetics of short-range order (SRO) growth in aCu–16.4 at.% Mn alloy have
been studied by measuring the evolution with time of the low-temperature magnetic properties
while aging at temperatures around 100◦C. This new approach was possible because atomic SRO
leads to magnetic clustering at this Mn concentration. Several models, all based on the diffusion
of vacancies and their annihilation in fixed sinks, implied that the sink density was higher at
115◦C than at 100◦C for identical quenching conditions. It was concluded that the quenched-in
vacancies condense in clusters. These act as sinks, halting the growth of SRO when the excess
quenched-in vacancies have been absorbed. Quenching faster or aging at a higher temperature
nucleates more vacancy clusters, causing earlier vacancy exhaustion. Neutron irradiation was
used to continuously supply vacancies, thereby driving the SRO process to equilibrium at about
100◦C. A much higher magnetic susceptibility was attained than previously reported, some 20
times the as-quenched value at the spin freezing temperature.

1. Introduction

Copper–manganese alloys containing roughly 10–40 at.% Mn were found by Valentiner and
Becker [1] to have interesting magnetic properties, manifest as a peak in the magnetization
measured at low temperatures, which could be increased by aging, with maximum effect
at about 22 at.% Mn. This was confirmed by Scheil and Wachtel [2], who made a
comprehensive study of the effects of aging at temperatures between 100◦C and 200◦C. It
was also shown that plastic deformation decreases the magnetization, and they concluded
that an ordering process takes place.

Evidence for the connection between magnetic properties and short-range order (SRO)
has come from many investigations using neutron scattering [3–13]. The spherically
averaged atomic and magnetic SRO parameters were generally found to be negative at
the nearest-neighbour (nn) position and ‘in phase’ among the next few neighbours, meaning
that the atomic and magnetic SRO parameters tend to have the same sign, and to increase
in magnitude with aging. However, a positive nn magnetic interaction was found inCu–
10 at.% Mn [13], along with a lower susceptibility at room temperature after aging.

The magnetic properties of these alloys have been variously described as paramagnetic,
antiferromagnetic, ferromagnetic, mixtures of these and spin glassy. The ‘exchange
anisotropy’ model of interacting ferromagnetic and antiferromagnetic domains conceived
by Kouvel [14] was adapted by Beck 15] to ‘micromagnetism’. In this picture the strong
magnetization arises in clusters of ferromagnetically coupled spins, a position difficult to
reconcile with a negative nn magnetic SRO parameter. Direct microstructural evidence for
the cluster model was obtained by Gray and Smith [16], who used small-angle neutron
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scattering to show that mesoscale entities with large magnetic moments develop at low
temperatures and grow during aging at 100◦C. A later study [17] confirmed the occurrence
of strong magnetic but weak nuclear scattering nearq = 0, showing that the magnetic
clusters are not associated with chemical clustering [18]. These results are important pointers
to the kinds of model which might be applied to experimental data on SRO kinetics.

In the light of the above, the nexus between atomic SRO and magnetic behaviour has
to be regarded as empirical, on a basis yet to be elucidated.

The development of long-range order during aging has been considered many times.
The spatial variation of the atomic SRO parameters in 25 at.%Cu–Mn [9, 12] is consistent
with the development of one of the FCC superlattices [19], but the parameter magnitudes
are much smaller than in the fully ordered structure. A reported observation [20] by electron
microscopy of ordered precipitates in an aged 20% alloy has never been confirmed. A very
recent claim for Cu5Mn and Cu3Mn phases [21] is contradicted by the absence of diffuse
intensity at (100) and (110) required in the A3B structure [22].

Work on understanding the growth of SRO inCu–Mn during aging appeared much
later than the reports devoted to defining the magnetic properties and relating them to
order. The involvement of lattice defects was demonstrated by Gray and Smith [23, 24]
and Tustison and Beck [25]. Pfeiler and coworkers [26–29] found that the SRO relaxation
time is unreasonably long below about 200◦C, and that therefore the equilibrium degree
of SRO could practically be achieved only by aging above this temperature, where the
equilibrium vacancy concentration becomes sufficient to drive the ordering process. The
ensuing recommendation [27] that aging should be carried out atT = 210–260◦C discounts
the reason for so many aging studies at temperatures near 100◦C, viz. the much greater
enhancement of the magnetic properties achievable at the lower aging temperature, despite
slow kinetics [23–25], and the demonstrated decrease of SRO at high temperatures [8, 9].

Apart from in [23]–[25], little advantage has been taken of the potential of this nexus
between magnetic properties and SRO for magnetic studies of SRO development. The
relative changes in magnetization due to heat and mechanical treatments are much greater
than those in resistivity, and the magnetization is a rather direct manifestation of the spatial
extent and strength of SRO because there is no explicit contribution by vacancies to the
magnetization. In this paper measurements of the kinetics of SRO growth and the ultimate
degree of SRO achievable in a 16.4 at.%Cu–Mn alloy at relatively low aging temperatures
are reported. Several models of SRO kinetics were tested against the experimental data,
permitting some elucidation of the SRO mechanism.

2. Experimental details

2.1. Specimen preparation

2.1.1. Alloy manufacture The kinetic data presented here were obtained from a sample
designated 3Q2, manufactured as follows. 5 N Cu and 3N8 Mn were induction melted under
1 MPa of 6 N Ar. The ingot was rolled, cut up, remelted and homogenized at 850◦C for
10 d in an evacuated quartz tube. Chemical analysis indicated a composition of 16.4 at.%
Mn. The quality of the ingot was further checked by atomic absorption spectroscopy,
optical microscopy and scanning electron microscope. A 3.8 mm sphere was prepared by
machining and grinding.

The cylindrical magnetization samples 2Q and 2A2 were cut by spark erosion from a
second ingot of nominally 16.7 at.% composition, which was prepared as above with the
sole difference of arc rather than induction melting.
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2.1.2. Quenching Samples 2Q and 2A2 were sealed in quartz tubes under high vacuum,
held at 850◦C for about 12 h and quenched by quickly removing the capsule from the
furnace and breaking it in an ice–water slurry. This conventional technique is unsatisfactory
in that it is slow, virtually impossible to reproduce and relates to an unknown prequench
temperature arrived at during transit between the furnace and the quenching bath [25].

Specimen 3Q2 was fast quenched from 850◦C to room temperature within a high-
vacuum furnace developed by the author and P Gibbs to attain a reproducible initial state
for subsequent aging experiments. The sample is dropped under vacuum into a column of
silicone oil up to 1.40 m deep. An external heat exchanger on the oil column permits control
of the oil temperature and thereby its viscosity, the sample velocity as it falls through the
oil and the effective quench rate. A very light grinding followed to remove any surface
contamination caused by reaction with the quench bath. The reproducibility of this technique
was tested by quenching the same sample twice and aging it for 3 h at 100◦C. To within the
resolution of the magnetization measurements, the magnetization versus temperature curve
was identical from 4 to 300 K, a severe test since this aging time was sufficient to double
the as-quenched peak susceptibility. Most measurements were performed after quenching
with 0.43 m 20◦C oil in the column (‘fast quenched’), although some were done after the
sample was ‘very fast quenched’ into 1.40 m of 20◦C oil.

2.1.3. Aging treatmentsSample 3Q2 was aged without removing it from the magnetometer.
As the time taken to reach 100◦C from room temperature and vice versa was about 1 min,
the shortest aging time of nominally 6 min is somewhat uncertain. The aging temperature
was actively controlled to±0.5 ◦C. Sample 2A2 was aged in air at 100◦C.

2.1.4. Irradiation treatment Two samples were neutron irradiated to induce a high vacancy
concentration without plastic deformation. Samples 2Q and 2A2 were together exposed for
89 h to a fast-neutron flux of 3.6×1012 n cm−2 s−1 at an estimated in-sample temperature of
100◦C in Rig X-33 at HIFAR, the reactor of the Australian Nuclear Science and Technology
Organisation. The post-irradiation sample designations were respectively 2I1 and 2I2.

2.2. Magnetic measurements

Most data were taken in a field of 9.0 Oe with a vibrating-sample magnetometer of sensitivity
about 3× 10−6 emu, carefully calibrated to permit meaningful demagnetization corrections.
Measurements were possible between 1.7 and 400 K without interruption. Demagnetization
corrections have been applied and all low-field data are plotted as dimensionless internal SI
susceptibilities,χ = M (J T−1 m−3)/Hint (A m−1). High-field data (H = 15 kOe) were
taken with a Foner vibrating-sample magnetometer.

3. Results

3.1. Overall aging effect and comparisons with other work

Figure 1 shows the susceptibility of sample 3Q2 after fast quenching and after aging for
96 h at 100◦C. Aging increased the susceptibility atTf , the spin freezing temperature, to six
times the as-quenched value. This factor is somewhat greater than that reported by Gibbs
et al [30] for the same (nominal) concentration after quenching in the same apparatus and
a much longer aging treatment. As the aging effect was found to increase very rapidly
between 12 and 20% Mn [30], a composition difference could be responsible andTf in
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Figure 1. The low-field susceptibility of sample 3Q2 (fast quenched), as quenched and after
aging for 96 h at 100◦C. h = 9.0 Oe.

Figure 2. The low-field susceptibility of sample 2I2 (water quenched, aged 10 d at 100◦C
then neutron irradiated).H = 9.0 Oe. Note that the peak susceptibility is 20 times that of the
fast-quenched sample and that the spin freezing temperature has increased by about 9 K.

figure 1 is indeed higher than in the data shown in [30]. It should be noted that the data
in [30] are too small by a factor of approximately six, due to errors in the demagnetization
correction and translation from cgs to SI units.
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Figure 3. High-field magnetic moments of quenched, aged and irradiated samples.H = 15 kOe.
Irradiation produced essentially the same end result in both quenched and aged samples,
demonstrating that the equilibrium degree of order at the irradiation temperature has been
established.

3.2. Equilibrium degree of order

Figure 2 shows the susceptibility of sample 2I2 (2A2 after irradiation). Note that the peak
susceptibility has increased to20 timesthat of the fast-quenched sample (3Q2) andTf is
obviously higher. This is a much greater effect than achieved by tensile deformation of
a 13% alloy [31]. In all other respects, this specimen displays the magnetic behaviour
expected at this concentration. In contrast, aging specimen 3Q2 (figure 1) increased the
susceptibility to less than one-third of that attained by irradiation.

Figure 3 compares the high-field magnetizations of samples 2Q (water quenched),
2A2 (aged) and 2I2. Specimen 2I1 (2Q after irradiation) had almost exactly the same
magnetization as 2I2 (irradiated after aging). Hence the irradiation treatment appears to
have driven the SRO process to completion at the irradiation temperature.

Figure 4 compares the effects onχ(Tf ) of sample 3Q2 of aging at 100◦C and 115◦C
following fast quenching, and of aging the same sample at 81◦C and 100◦C following
very fast quenching. The data were extracted from magnetization versus temperature data
recorded after each aging treatment. At the higher aging temperatures the susceptibility
displays a clear trend to saturation far below that of the irradiated samples, even when
plotted on a log time scale, a severe test for static behaviour. Either irradiation produces
a state which could never be attained by aging, or the aging process is curtailed by some
condition of the sample induced by its thermal history.

The maximum susceptibility reached at 115◦C is much lower than at 100◦C, confirming
that the thermal history of the sample has determined the ultimate degree of SRO achievable
by aging on the present, or any comparable, time scale. In common with many other systems,
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Figure 4. Aging kinetics of sample 3Q2. Solid and long-dashed lines, fast quenched and aged
at 100◦C and 115◦C, respectively. Short-dashed and dotted lines, very fast quenched and aged
at 81◦C and 100◦C, respectively. Note the shorter characteristic time and lower saturation
susceptibility at the higher aging temperature. Note also that faster quenching has exacerbated
the trend to saturation.

the vacancy concentration appears to control SRO development.

3.3. SRO kinetics

In figure 5 the kinetic behaviour of the magnetization of sample 3Q2 due to aging at 100◦C
is plotted at measuring temperatures ofTf , 100, 150 and 200 K. The sigmoidal kinetic
curve is characterized by a rapid rise at the same characteristic time in each case,viz.
2.8 ± 0.1 h. This indicates that the susceptibility truly reflects the atomic SRO, since the
degree of magnetic order changes drastically in this temperature range [17].

Reconsidering figure 4 from the viewpoint of kinetics, the initial rate of SRO
development is higher owing to faster quenching, indicating that a higher vacancy
supersaturation was retained. However, the data taken following very fast quenching and
aging at 100◦C tend towards a lower saturated value than when fast quenched. Aging at a
yet lower temperature of 81◦C was required to restore an aging rate similar to that of the
fast-quenched sample aged at 100◦C and lessen the tendency to early saturation.

3.4. Change inTf during ordering

Figure 6 shows the change inTf when specimen 3Q2 was aged at 100◦C after fast
quenching. WhileTf changes little relative toχ(Tf ), the trend to higher temperatures
is unequivocal, and linear in log(t) within the resolution of the measurement. Comparing
Tf = 76.5 K after nearly 100 h with the value of 82 K in the irradiated sample, we can
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Figure 5. Aging kinetics of sample 3Q2, fast quenched, aged at 100◦C and measured at
the indicated temperatures (in kelvin). The points are experimental data and the dashed lines
extrapolate the solid best-fit lines to obtain the characteristic time of the ordering process. Note
that this characteristic time is independent of the temperature at which it is measured.

Figure 6. The increase in spin freezing temperature of sample 3Q2 when fast quenched and
aged at 100◦C. Note that aging has only about one-third of the effect of irradiation.

roughly estimate that continued aging at 100◦C could require another 512 decades of time,
or 109 s, to achieve the same result, in good qualitative agreement with the 2× 109 s SRO
relaxation time estimated in [27].

The ratio of the effects of aging and irradiation onTf is about one-third, very close to
the result for the peak susceptibility.
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3.5. Qualitative interpretation of the results

The dependence of the ordering kinetics on quench conditions and on aging temperature,
the saturation at values dependent on thermal history and the completion of ordering by
irradiation all occur because the SRO process is driven by vacancy migration. Apparent
saturation of the SRO occurs because the vacancy supersaturation disappears, leaving the
ordering process to proceed at the rate determined by the equilibrium vacancy concentration
at the aging temperature.

It is therefore clear that the effect of neutron irradiation on samples 2A2 and 2Q was
to continuously create enough vacancies by well understood mechanisms (see e.g. [32])
to drive the ordering process to completionin situ at the temperature of the irradiation
treatment. Given that the best estimate of this temperature is 100◦C, the susceptibility of
specimen 2I2 reflects the equilibrium degree of SRO achievable at 100◦C.

4. Model of magnetization development due to aging

4.1. Essential model features

Two experimental phenomena must be accounted for,viz. the apparent saturation of the
ordering process and the ubiquity of non-exponential (i.e. stretched) kinetics.

4.1.1. Non-exponential kineticsAnelasticity in general [33], and Zener relaxation in
particular [34] were long ago modelled in terms of vacancy annealing. A good description
of the experimental data required a distribution of vacancy relaxation times. This indicates
that the origin of non-exponential SRO kinetics lies in the vacancy diffusion mechanism.
In the model proposed by Schulze and Lücke [35] for SRO growth inAu–Ag alloys, non-
exponential kinetics were accounted for by arbitrary reaction orders for both the vacancy
annihilation and SRO mechanisms. While this approach gave good values for the enthalpies
of vacancy formation and diffusion, it is unsupportable on physical grounds, as shown by
the following considerations.

According to the diffusion model developed by Cooket al [36, 37], the individual
Fourier components of concentration waves which develop into ordered superlattices grow
with first-order kinetics, but with relaxation times depending on the spatial frequency of the
concentration deviation from average. In the early stages of ordering there is amplification
of many concentration spatial frequencies, but eventually the Fourier composition spectrum
sharpens at positions determined by the symmetries of the reciprocal lattice [19], and a
single relaxation time dominates thereafter as the superlattice appropriate to the incipient
long-range order grows exponentially. Hence the SRO-induced diffuse nuclear intensities
in diffraction patterns should grow exponentially and, in the present case, so should the
magnetic diffuse intensity (i.e. wavevector-dependent susceptibility) and thereby the ‘DC’
magnetic susceptibility. The same implication is evident in the (classical, real-space) model
of Dienes and Vineyard [38], in which vacancies diffuse to fixed, unfillable sinks. After an
initial transient, only the zeroth-order concentration eigenfunction has appreciable amplitude,
and the concentration throughout the system relaxes exponentially. According to Chik [39]
however, Monte Carlo simulation of monovacancy annealing displays no initial transient.
From an atomistic point of view, monovacancy migration is an activated process and should
be intrinsically first order. Therefore there are several grounds on which the differential
equation governing the vacancy migration should be explicitly first order.

This problem of exponential expectations but different experimental realities has been
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addressed in two ways in the literature relevant toCu–Mn. Kohl et al [40] attributed
second-order aging kinetics inAu–Ag to the annihilation of monovacancies by association
to form divacancies. Reihsner and Pfeiler [26] used the generic model of Nowick and
Berry [33] to fit their non-exponential SRO kinetics. More plausible parameters (migration
enthalpy etc) were obtained in this way than by fitting an exponential time dependence, but
this approach is intrinsically not atomistic, so the details of the ordering mechanism cannot
be disentangled. An atomistic statement of this type of model was tested against the present
data, as detailed below.

4.1.2. Apparent saturation The apparent saturation of ordering well short of completion
was recognised in principle [41] long before it was demonstrated in Ni–Cu [42] and in
Ni–Cr [43]. It is readily included in model calculations by avoiding assumptions about the
relative magnitudes of the quenched-in and equilibrium vacancy concentrations.

4.2. Testing against data

Four models of increasing sophistication were solved and fitted to the data, driven first
by the non-exponential kinetics, then by the need to account for the dependence of aging
kinetics on temperature. In all cases the mechanisms of vacancy annihilation and SRO
growth are taken to be intrinsically first order. We assume that the degree of atomic SRO
is described by an inverse order parameter,q, such that

χ(t) = χ0 + (
χe − χ0

)
(1 − q) (1)

where χ0 and χe are respectively the initial and equilibrium susceptibilities at a given
temperature (Tf in this case).χe is approximately known from the post-irradiation data,
although never attained during the aging experiments.

The four models investigated are (i) the basic atomistic model, (ii) the monovacancy
plus divacancy model, (iii) the distributed activation energy model and (iv) the vacancy
cluster model.

Model (i) serves to explore the consequences of early saturation. No assumption was
made about the equilibrium relative to as-quenched vacancy concentration. First-order
kinetics were assumed for both vacancy annihilation in fixed sinks and SRO growth for the
reasons already given. The differential equations for the vacancy concentration and order
parameter are well known (see e.g. [35]) and give

q(t) = exp
{−(

ce/τs

)[
t + [(

c0 − ce

)/
ce

]
τv

(
1 − e−t/τv

)]}
. (2)

Here c0 and ce are the quenched-in and equilibrium vacancy concentrations.τv = n/ν is
the vacancy annihilation relaxation time, where a vacancy makes on averagen jumps to a
sink at rateν. ν is the same as the (unconstrained) atomic jump rate because each atom
jump occurs by a vacancy jump. In the limit of largen, the number of FCC lattice sites
visited in n jumps isn′ = 0.744n [44] and (n′)−1 = cs is just the concentration of sinks.
τs = m/ν is the relaxation time for SRO, where an atom makes on averageν jumps per
time if there is a vacant nn site, andm is the number of jumps to reach equilibrium.

The embedded exponential in (2) changes much faster thant , so at times

τv � t � [(
c0 − ce

)/
ce

]
τv (3)

the argument of the first exponential in (2) is essentially constant, and the ordering process
has apparently saturated. In samples quenched from a temperature much higher than the
aging temperature,c0 � ce, so this situation will be obtained in roughly

log10

(
c0/ce

) = (1/ ln 10)
(
Hf /kB

)(
1/Ta − 1/Tq

)
(4)
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decades of time in graphs of the form of figure 4. TakingHf ≈ 1 eV, Tq = 850◦C and
Ta = 100◦C, apparent saturation is expected for about nine decades of time. Even allowing
for an inefficient quench, and a decade or two for the inequalities in (3), saturation will occur
in at least several decades of time, a convincing (but false) emulation of equilibrium. As
the concentration of quenched-in vacancies or the number of vacancy jumps to annihilation
decreases, the susceptibility in apparent equilibrium decreases.

The susceptibility calculated from (2) in the short-time approximation fits the
experimental data poorly, as expected since the kinetics are generally non-exponential.

Schulze and L̈ucke [35] approximatedc0 � ce early in the solution of their atomistic
model and the early saturation phenomenon was not predicted. Their model is readily solved
exactly [43] and then exhibits early saturation. Although this model fits the experimental
data presented here quite well, it involves extra parameters, is conceptually not well founded
and is therefore not further considered.

In models (ii), (iii) and (iv) the exponential kinetics of model (i) are stretched in time
by assuming that different physical mechanisms affect vacancy diffusion.

From the experimental observation of pure second-order aging kinetics inAu–Ag at
high vacancy supersaturations, Kohlet al [40] concluded that divacancies were formed,
constituting an alternative annihilation mechanism. The general case of mixed annihilation
in sinks and divacancies was not solved, and so the exact solution is given here:

q(t) = e−cet/τs

{
1 + n6c0[1 − (1 − ce/c0)e−(1+n6ce)t/τv ]

1 + n6ce

}−1/m6

(5)

where6 is a dimensionless effective cross section for vacancy collision [45] and all other
parameters are defined as above. This model also exhibits early saturation.

A short-time approximation to (5) was fitted to the 100◦C and 115◦C aging data
with much better results than from the basic atomistic model, albeit with one more fitted
parameter. Table 1 summarizes the fitted parameter values. Examination of the relationships
between the fitted model parameters shows that6 must increase withTa. Since6 is of
geometric origin [45], this is unacceptable. Hence, while fitting the data quite well, this
model cannot describe their physical origin.

An alternative way to account for stretched kinetics was then evaluated, by allowing the
activation energy for vacancy migration to be distributed rather than unique. We suppose that
the rate equations forc andq apply to a particular ensemble of homogeneously distributed
vacancies with migration enthalpyH . Assuming that this ensemble evolves independently
of other ensembles with different values ofH , but spatially intermingled with it, the rate
equations may be solved for one ensemble, followed by the ensemble average over the
distribution of migration enthalpies. Following the formalism introduced by Nowick and
Berry [33],

τ(H) = ν(H)/n = τavg e((H−Havg)/kBTa)

z = ln
(
τ/τavg

)
(6)

P(z) = (
1/β

√
π

)
e(−z2/β2).

HereP(z) is the assumed Gaussian distribution of activation energy barriers. We assume
that the annihilation efficiencyn−1 is independent ofH and ignore the possibility that a
vacancy jump may take it to a site of different activation energy, i.e. one belonging to a
different ensemble. The model parametersβ, τavg andc0n/m were fitted to the aging data
at 100 and 115◦C by numerically performing the integral∫

χ(t, τ )P (z) dz (7)
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Table 1. Parameters obtained by fitting various models of SRO growth to the aging kinetics at
100◦C and 115◦C. τv is the vacancy relaxation time;τs is the SRO relaxation time;τavg is the
average relaxation time corresponding to a Gaussian distribution of energy barriers to vacancy
migration;τn is the characteristic time for nucleation of vacancy clusters;c0 is the quenched-in
vacancy concentration;n is the number of vacancy jumps to annihilation;m is the number of
atom jumps to equilibrium;6 is the vacancy–vacancy collision cross section;β is the standard
deviation of the probability distribution of energy barriers;α is the ‘stretching exponent’ in the
JMA equation;γ = 0.744τncs(∞), wherecs(∞) is the ultimate concentration of cluster sinks
in the Chik model.

Aging temperature 100◦C 115◦C

Monovacancy plus divacancy model
n6c0 5.8 6.7
τv = n/ν(h) 32 3.5
m6 6.2 16

Distributed activation barrier model
c0τv/τs = c0n/m 0.33 0.13
τavg(h) 17 1.6
β 1.4 1.3

Vacancy cluster nucleation and growth model (JMA)
c0τv/τs 0.17 0.071
τv(h) 4.2 0.45
α 0.51 0.53

Vacancy cluster nucleation and growth model (Chik)
c0τn/τs (fixed) 0.17 0.071
τn(h) 10 1.1
γ 1.4 1.3

in place of the fitting function in a non-linear least-squares fitting program. The short-time
approximation of (2) was used to obtain an expression forχ(t, τ ), preserving the intrinsic
first-order kinetics. Having understood the early saturation phenomenon, it was ignored by
assumingce � c0. The integrator was validated by accurately reproducing the results of
Nowick and Berry [33]. It is emphasized that this is conceptually quite different analysis to
that applied by Reihsner and Pfeiler [26], who assumed a log-normal distribution of overall
SRO relaxation times rather than vacancy relaxation times.

Table 1 lists the fitted parameters. The goodness of fit was practically indistinguishable
from that of the monovacancy plus divacancy model. Examination of the fitted model
parameters shows that the number of steps to annihilation for a vacancy decreases by a
factor of about three betweenTa = 100 and 115◦C, considerably more than can be due
to the change in jump rate. As in model (ii), this model adequately describes the data but
evidently lacks an important physical mechanism.

While the details differ, the same inference must be drawn from all the preceding
modelling attempts,viz. that the probability of a vacancy encountering a sink is higher at
115◦C than at 100◦C. FCC metals such as Au and Cu develop secondary defects, such as
vacancy clusters and loops, with a peak nucleation rate at about 0.3Tm [46], or 100◦C in
the present case. The behaviour ofτv in the preceding models therefore implies that the
quenched-in vacancies precipitate as clusters, which then act as vacancy sinks during aging.
As usual in nucleation and growth, more clusters with a small average size would grow at
the higher temperature. Consequently the kinetics of vacancy clustering will propagate into
the kinetics of atomic SRO through the vacancy concentration.
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The general problem of nucleation and growth of a precipitate phase which completely
ingests a component of the parent phase is analytically intractable [47]. The present situation
is even worse because the vacancy concentration appears in the SRO rate equation. Several
models of the nucleation and growth of vacancy clusters have been attempted, both analytical
[48, 39] and by computer simulation techniques (see e.g. [49]).

For the present purposes, an analytic expression for the concentration of nucleating sinks
being necessary, the model of Chik [39] was used. The stable vacancy cluster nucleus was
assumed to be a hexavacancy, formed by collisions between monovacancies, divacancies
and trivacancies existing in thermal equilibrium with each other. Assuming that the capture
radius of a cluster is constant, the concentration of cluster sinks was found to be [39]

cs(t)/cs(∞) = (
1 − e−t/τn

)/(
1 + e−t/τn

)
(8)

whereτn is the characteristic time for cluster nucleation. The differential equation for the
vacancy concentration was reconstructed, giving for the order parameter

− ln q = c0
τn

τs

∫ t/τn

0
exp

{
−γ

[
u + 2 ln

(
1 + e−u

2

)]}
du (9)

whereγ = 0.744ντncs(∞). (9) was fitted to the experimental data for the fast-quenched
sample aged at 100◦C and 115◦C by performing the integral inside the least-squares fitting
program as above. With the three required parameters the fit would not converge.

An alternative approach is to ignore the atomistic details of cluster nucleation and use
the approximate Johnson–Mehl–Avrami equation to express the fraction of excess vacancies
precipitated in clusters as

1 − e−(t/τv)
α

. (10)

The concentration of vacancies available to drive the SRO process, i.e. not i clusters, is
then readily found, leading to a simpler integral equation for the order parameter

− ln q = c0
τv

τs

∫ t/τv

0
e−uα

du (11)

where we have again assumedce � c0 and a first-order rate equation for SRO growth.
(11) was fitted to the experimental data for the fast-quenched sample aged at 100◦C

and 115◦C by performing the integral inside the least-squares fitting program as above.
The values obtained for the fitted parameters are listed in table 1. The fit is shown in
figure 7 (solid lines), and closely resembles those obtained from the distributed-barrier and
monovacancy plus divacancy models. As expected, the characteristic time in the JMA
equation,τv, decreases, indicating a higher rate of cluster nucleation at the higher aging
temperature. The exponentα is constant within uncertainty and probably characteristic
of the particular nucleation mechanism, although the value of one-half does not appear to
have any particular significance. For nucleation and diffusion-controlled growth of spherical
precipitates nucleated at a constant rate, the exponent in the JMA approximation is 5/2. The
lower value here probably reflects the decrease in nucleation rate as the vacancy precipitation
proceeds [50]. It should be remembered that the JMA equation is a ‘low-impingement’
approximation, which is not the case here since all excess vacancies are eventually ingested
by sinks.

Since only the argument of the exponential in the integrand differs, between (9) and
(11), the constant multiplying the integral should be the same in each case. Therefore the
values obtained forc0τv/τs in the ‘JMA’ model were used to fixc0τn/τs in the Chik model,
with the results shown in table 1. The fit to the data was quite poor (figure 7, dashed
lines) because the exponential fall in the vacancy concentration at long times leads to an



Development of SRO inCu–Mn 763

Figure 7. A comparison of the fits obtained with a model of vacancy annihilation by nucleation
of vacancy clusters which then act as sinks, in the JMA approximation (solid lines) and in the
nucleation model of Chik [39] (dashed lines). Points are experimental data:◦ , Ta = 100◦C;
�, Ta = 115◦C. Evidently Chik’s model would need to be modified by permitting a distribution
of nucleation times to fit these data.

abrupt saturation like that in the basic double-first-order model. The fitted parameters are
plausible, however, and confirm that the number of vacancy jumps to annihilation decreases
by a factor of around three between aging temperatures of 100◦C and 115◦C. Allowing
a distribution of nucleation characteristic times,τn, would stretch the kinetics, but as this
would also make the problem intractable it is not further considered. According to Chik
[39] τn ∼ c−6

0 , so the slightest inhomogeneity in the spatial distribution of quenched-in
vacancies would have a drastic smearing effect on the kinetics.

5. Discussion

Clustering kinetics are predicted and found experimentally to be non-exponential [37, 42],
i.e., they exhibit a spectrum of relaxation times and therefore tend to linear behaviour in
log t . This, then, may explain the linear development ofχ(Tf ) in the initial stage of aging,
which was not well fitted by any of the preceding models. This feature is even more
apparent in results for a 17.5 at/% sample which was aged following a slower quench than
achieved in the present sample [24]. The prolonged first stage of aging appears to originate
in the lower concentration of quenched-in vacancies, causing a slower incubation of the
‘second-phase’ precipitates, i.e. vacancy clusters.

Only those models (including that of [43]) simulating rate behaviour beyond first order
fitted the kinetic data reasonably well. The further choice between them relies on physical
arguments. The dependence of the vacancy relaxation time on aging temperature could
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not be explained except by extra vacancy sinks at the higher temperature. Therefore the
cluster nucleation and growth model is the only one which can be regarded as conceptually
satisfactory for rapidly quenchedCu–Mn alloys of the studied composition. The good fit of
the generic JMA-based nucleation model relative to Chik’s model suggests that distributed
nucleation times contribute significantly to the aging kinetics.

Sincen � m [40], i.e. τv � τs , the vacancy relaxation time dominates the kinetics
and characterizes the period when the SRO is changing rapidly, so a smaller value ofn

(the number of jumps to a sink) implies an earlier rise in SRO. Therefore we can compare
experiments conducted at the same aging temperature (to fixν) with samples prepared under
different quench conditions. Comparing specimen 3Q2 when fast quenched and very fast
quenched with the (relatively slowly and from a lower temperature) quenched wire specimen
previously reported in [24], all aged at 100◦C, there is a strong and consistent trend toward
lower n values as the quench speed increases. Quenching faster increases the initial vacancy
concentration,c0. At a fixed aging temperature the final cluster concentration must increase
with the availability of more nucleation sites, i.e. at higher values ofc0. Hence more sinks
are nucleated after a faster quench andn decreases as observed.n also determines the
saturation value of SRO, explaining the trend in figure 4 to flatter-looking aging curves
after faster quenching and aging at higher temperatures.

The much higher sink concentration apparent during aging at 115◦C compared to 100◦C
suggests that most vacancy clusters are nucleated during aging, at least at these relatively
high quench rates.

Further progress in modelling SRO development is likely to require outright computer
experiments using Monte Carlo simulation or molecular dynamics to deal with the
complexities of the interaction of vacancies with their environment. This can be seen
in two aspects of the problem which are intractable to analytical techniques. (i) SRO
development does not proceed in adventitious fashion, by an atom randomly arriving at a
site and staying if it increases the SRO. Correlated atom movements are required [51], so the
random-walk assumption implicit in this and other studies is unphysical. (ii) The changing
atomic environment caused by SRO, and the distorted lattice around sinks, both modify
the interatomic potentials, causing distributed activation barriers for vacancy migration and
stretched kinetics. Spatial inhomogeneities in the initial distribution of vacancies will have a
similar effect via the cluster nucleation time, and are unavoidable owing to inhomogeneous
cooling of the sample during the quench.

The efficacy of neutron irradiation in driving the ordering process suggests that
an ordered phase may grow at lower temperatures. Irradiation-induced aging at room
temperature is feasible, although probably not below, because interstitials inCu–Mn appear
to be immobile [52]. Gibbset al [30] found that the effect of aging at 100◦C peaked
sharply at 20% Mn. Since the samples were quenched by the same reproducible technique
used for this work, this result probably indicates incipient order of the Ni4Mo type.

6. Conclusions

In Cu–16.4 at.% Mn SRO develops by vacancy migration to sinks. Because (i) the peak
nucleation rate for vacancy clusters is expected to occur around the aging temperatures in
this study and (ii) the probability of encountering a sink increased dramatically between
100◦C and 115◦C in all the models which had a sink density parameter, a large proportion
of the vacancy sinks must be vacancy clusters or other secondary defects nucleated during
aging. Some smearing of the aging kinetics by distributed cluster nucleation times probably
occurs owing to an inhomogeneous distribution of quenched-in vacancies.
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The saturation of the ordering process at different levels of completion owing to different
quench and aging conditions demonstrates that vacancy exhaustion has occurred. The effect
is exacerbated by faster quenching because more sinks are nucleated from the greater initial
vacancy population.

Neutron irradiation at about 100◦C supplied sufficient vacancies to establish the
equilibrium degree of SRO within the irradiation time of 89 h, in both quenched and
previously aged samples. The susceptibility of the quenched sample was thereby increased
20 times, a much greater effect than previously reported by any other treatment. The
possible existence of ordered phases such as Cu4Mn should be investigated by this means.
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